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It is our aim to present judiciously chosen and well-written workbooks to meet everyday practical needs. Feedback of views from readers will be most valuable to monitor the success of this aim.
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Preface

The analysis of disease maps has seen considerable development over the last decade. This development has been reflected in a fast-increasing literature and has been matched by the development of software tools. The intersecting areas of spatial statistical methods development and geographical information systems (GIS) have both witnessed this growth. With increasing public health concerns about environmental risks and even bioterrorism, the need for good methods for analysing spatial health data is immediate. Two major software tools have now been developed, which allow the modelling of spatially-referenced small area health data. These tools, MLwiN and WinBUGS, both provide facilities for sophisticated modelling of realistically complex health data. WinBUGS was developed to allow the application of a wide range of hierarchical Bayesian models, exploiting modern computational advances, in particular Gibbs sampling. MLwiN was developed to allow the fitting of models to multilevel data where a natural parameter hierarchy exists. Originally, this was implemented using iterative likelihood and quasi-likelihood estimation methods. However, the most recent versions of the package have implemented Bayesian computational methodology and now have many parallel capabilities. Increasingly both packages are being used by researchers and also now there is a desire to be able to apply such methodology in practical public health applications. In response to this need, the authors have attempted to provide an introduction to the methods and types of applications where such modelling is feasible. We do not claim to provide a comprehensive text on disease mapping and have confined our attention to the main application of these methods to counted data, where numbers of cases are recorded within small areas.

This book is designed to be of interest to final-year undergraduate and graduate level statistics and biostatistics students but will also be of relevance to epidemiologists and public health workers both in higher education and beyond. The book provides in the introductory chapters (Chapters 1–5) general background to disease mapping, Bayesian hierarchical modelling and multilevel modelling approaches, and basic introductions to the use of WinBUGS and MLwiN. The latter part of the book is focused on application areas, and is divided between relative risk estimation (Chapter 6), focused clustering (Chapter 7), ecological analysis (Chapter 8), and finally spatial survival analysis (Chapter...
Throughout the book we provide clear descriptions of the model programming execution and analysis of and interpretation of results. We have adopted the philosophy that we would attempt to demonstrate how MLwiN and WinBUGS approach the same data example, but also have included examples where either one or the other packages have limitations. We cannot necessarily hope to provide definitive answers to how modelling is to be approached in every case. However, we would hope that we provide useful pointers to the issues and potential benefits of the approaches described. As both MLwiN and WinBUGS are evolving packages, it is to be expected that features described here may vary in the future. However, we have done our best to describe the current or soon-to-be current form of the packages which is relevant to the potential audience for this published work. All the material described here is available in WinBUGS 1.4 (see Section 4.8.2 for download information and website www.mrc-bsu.cam.ac.uk/bugs), and in MLwiN (see section 5.6.1 and website http://multilevel.ioe.ac.uk/index.html for more details). Most datasets used in this book are available to download (with associated WinBUGS code) from the site http://www.sph.sc.edu/alawson/.

We would like to acknowledge the help and contribution of a number of people during the development of this work. First, we would like to acknowledge the help of the MLwiN project team, in particular Jon Rasbash, Harvey Goldstein, Amy Burch, Lisa Brennan, Fiona Steele and Min Yang. We would like to thank Allan Clark, Robin Puett, Lance Waller, Tom Richards, James Hebert, Alastair Leyland, Sudipto Banerjee, Robert McKeown, Ken Kleinman, Peter Rogerson, Dan Wartenburg and Martin Kulldorff for support and encouragement in the project. In addition, we would like to acknowledge the data availability afforded by the sophisticated online public access GIS layer system developed by, amongst others, Guang Zhao of the South Carolina Department of Health and Environmental Control. Finally, the continuing support and encouragement of Sian Jones and Rob Calver at Wiley Europe must be acknowledged and is much appreciated.

Andrew Lawson (Columbia, SC, USA)
William Browne (Nottingham, UK)
Carmen Vidal Rodeiro (Columbia, SC, USA)
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Notation

In complex random effects models there is often a myriad of different ‘standard’ notations to represent a statistical model. This is generally because the models were first discovered by many different authors at roughly the same time and each author had their own particular notation and style.

0.1 STANDARD NOTATION FOR MULTILEVEL MODELLING

In this book, in the multilevel modelling sections, as we will be using the MLwiN software package, we will use the notation used by this software package.

If we consider a three-level nested Normal model, then the standard multilevel model will be written as

\[ y_{ijk} = \beta X + v_k + u_{jk} + e_{ijk}, \quad v_k \sim N(0, \sigma_v^2), \quad u_{jk} \sim N(0, \sigma_u^2), \quad e_{ijk} \sim N(0, \sigma_e^2) \]

Here the fixed effects are represented by \( \beta \), \( X \) is a design matrix, and the random effects at levels 1, 2 and 3 are represented by \( e, u, \) and \( v \) respectively. Level 1 units are indexed \( i \), level 2 units \( j \) and level 3 units \( k \). There is a rather unfortunate notational clash as in disease mapping \( e \) is typically used to represent the expected counts. However, the level 1 residuals disappear from the equation in the Poisson response multilevel model which minimizes confusion. A three-level Poisson response model is typically written in MLwiN as

\[ y_{ijk} \sim \text{Poisson}(\pi_{ijk}), \]
\[ \log (\pi_{ijk}) = \log (e_{ijk}) + X\beta + v_k + u_{jk}, \]
\[ v_k \sim N(0, \sigma_v^2), \quad u_{jk} \sim N(0, \sigma_u^2). \]

In standard disease mapping \( \theta \) is often used rather than \( \pi \), and the \( e_{ijk} \) is often put on the right-hand side of the equation.
0.2 SPATIAL MULTIPLE-MEMBERSHIP MODELS AND THE MMMC NOTATION

The disadvantage of the standard multilevel notation is that it relies on the nested structure of the model. Browne et al. (2001) consider more general random effect structures including crossed random effects and multiple-membership structures. Rather than give an index for each classification (level in a nested structure) they instead use mapping functions to define the unit in the classification that a particular observation belongs. For example let us consider the three-level Poisson model and assume that the levels are counties within regions within nations. Then in the notation of Browne et al. (2001) we can write Equation (1) as follows:

\[ y_i \sim \text{Poisson}(\pi_i), \]
\[ \log (\pi_i) = \log (e_i) + X\beta + u^{(3)}_{\text{nation}[i]} + u^{(2)}_{\text{region}[i]}, \]
\[ u^{(3)}_{\text{nation}[i]} \sim N(0, \sigma^2_{u^{(3)}}), \quad u^{(2)}_{\text{region}[i]} \sim N(0, \sigma^2_{u^{(2)}}). \]

So here we define all terms with respect to the lowest (observation) level which is labelled \( i \). The functions \( \text{nation}[i] \) and \( \text{region}[i] \) are mapping functions that return the nation and region respectively that observation \( i \) belongs to. As the random part of the model consists of a set of classifications which need not now be ordered in terms of nesting (and if the model contained crossed effects could not) we simply define each set of random effects with the letter \( u \) but include a superscript that gives the classification a number. We start numbering from 2 as 1 is reserved for the observation level.

The spatial multiple-membership models that we will consider later can be easily written in this notation as follows:

\[ y_i \sim \text{Poisson}(\pi_i), \]
\[ \log (\pi_i) = \log (e_i) + X\beta + \sum_{j \in \text{neigh}(i)} w_{ij} u^{(3)}_j + u^{(2)}_{\text{region}[i]}, \]
\[ u^{(3)}_j \sim N(0, \sigma^2_{u^{(3)}}), \quad u^{(2)}_{\text{region}[i]} \sim N(0, \sigma^2_{u^{(2)}}). \]

Here we have a set of region effects indexed by 2 and a set of neighbour effects that are indexed by 3.

0.3 STANDARD NOTATION FOR WinBUGS MODELS

In hierarchical models for disease maps, the notation commonly used is slightly different from that used in multilevel models. The basic Poisson likelihood model is defined as
where \( e_i \) is the expected count and \( \theta_i \) is the relative risk in the \( i \)th small area. Note that in the notation of multilevel models, \( \pi_i = e_i \theta_i \). It is also common to use \( \hat{\lambda}_i = e_i \theta_i \), and this form is used in Chapter 7.

Modelling focuses on \( \theta_i \). Here we assume this notation for all the standard analysis within WinBUGS. In addition to region specific notation we also introduce space–time notation with a second subscript denoting the time period:

\[
y_{ik} \sim \text{Poisson}(e_{ik} \theta_{ik}).
\]

Here, \( k \) denotes the relevant time period and the expected count and relative risk are allowed to vary over time periods.

When random effects are introduced into models it is usual to denote region-specific uncorrelated heterogeneity as \( v_i \), and correlated heterogeneity for the same unit as \( u_i \). This differs slightly from the convention in multilevel models.

In each section the relevant notation for that section is introduced and it is hoped that any differences between sections will not create difficulties for the reader.