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Recent work in generative syntax has viewed the language faculty as a system of principles and parameters, which permit children to acquire productive grammars triggered by normal childhood experiences. The books in this series serve as an introduction to particular aspects or modules of this theory. They presuppose some minimal background in generative syntax, but meet the tutorial needs of intermediate and advanced students. Written by leading figures in the field, the books also contain sufficient fresh material to appeal to the highest level.
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Introduction: On the Quest for Explanation

Samuel David Epstein and T. Daniel Seely

1 Explanation through minimization

Anyone seeking to understand how humans acquire the knowledge they have, and interested in explicitly characterizing what the knowledge is, must engage in the development of a theory. Whenever asking “What exactly is X?” and “How does it develop?” and seeking an explanatory answer, the only way to proceed is to construct a theory, however preliminary or undetailed. In linguistics, once one postulates, e.g., “noun,” one has engaged in theory construction. Since the goal of any theory is to explain things, the further question we all must address is “To what extent is this goal achieved?” If engaged in serious rational inquiry, the question can’t be avoided. Addressing it requires that we be analytical and reflective about our proposals. In this regard, Chomsky, acknowledging the possibility that the Minimalist Program might well be “wrong,” writes of its merits as follows:

the Minimalist Program, right or wrong, has a certain therapeutic value. It is all too easy to succumb to the temptation to offer a purported explanation for some phenomenon on the basis of assumptions that are of roughly the order of complexity of what is to be explained. . . . Minimalist demands at least have the merit of . . . sharpening the question of whether we have a genuine explanation or a restatement of a problem in other terms. (Chomsky 1995: 233–4)

Expressing this same commitment to critical reflection, Whitehead wrote:

the progress of biology and psychology has probably been checked by the uncritical assumption of half truths. If science is not to degenerate into a medley of ad hoc hypotheses, it must become philosophical and must enter upon a thorough criticism of its own foundations.¹

Unfortunately, it seems to us that these so-called “philosophical” sentiments are foreign or uninteresting to some researchers. Such questions are sometimes regarded, we fear, as “not real linguistics” or “too conceptual.” If this is
true, the situation is not new. C. S. Pierce, calling for reflective evaluation of the explanatory adequacy of our theories, writes:

There remains still another kind of power of observation which ought to be trained; and that is the power of observing the objects of our own creative fancy. . . . The highest kind of observation is the observation of systems, forms, and ideas.² (editors’ emphasis)

We believe that the desire to determine the properties of our theories, and the explanatory depth achieved by them, i.e. the extent to which all the relevant phenomena have been explained, should be regarded not as an issue that is “just conceptual,” but instead as the central issue confronting theory construction.

Of course, with Newton (1690),

We are certainly not to relinquish evidence of experiments for the sake of dreams and vain fictions of our own devising; nor are we to recede from the analogy of Nature, which is wont to be simple and always consonant itself. . . .³

The question that then arises is: How do we proceed? More specifically, what shall we regard as “a genuine explanation” as opposed to “a restatement of a problem in other terms”? That is not an easy question to answer; there are no hard and fast criteria; there is no explanatory gauge that can measure the “degree” to which genuine explanation has been attained. But, the question we should ask is: To what extent have we explained anything? How do we ever know if we are on the right track?

In grappling with this very question, Einstein writes:

Can we ever hope to find the right way? Nay, more, has this right way any existence outside our illusions? Can we hope to be guided safely by experience at all when there exist theories (such as classical mechanics) which to a large extent do justice to experience, without getting to the root of the matter? I answer without hesitation that there is, in my opinion, a right way, and that we are capable of finding it. Our experience hitherto justifies us in believing that nature is the realization of the simplest conceivable mathematical ideas.⁴ (editors’ emphasis)

Not only should each idea be “mathematical” (we assume meaning formally explicit) and the simplest conceivable, but in addition, understanding is maximized through the minimization of the number of “simplest conceivable mathematical ideas” postulated:

Resolved to maximize our understanding, we find ourselves committed to a highly characteristic effort to minimize the number of theoretical premises required for explanation.⁵ (editors’ emphasis)

Thus, we seek to minimize each premise, and the number of them, thereby seeking to maximize explanation through deduction (not empirical “coverage” through stipulation). Importantly then, the data is not satisfactorily “covered” if it is covered by stipulation. Einstein thus speaks of: